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ABSTRACT

Human cognition and behavior can be unconsciously affected by
personal avatars in the virtual world, a phenomenon known as the
Proteus Effect. When using first-person non-human avatars, the
characteristics of virtual hands may also induce relevant cognitive
and even behavioral patterns in real human hands. Therefore, eval-
uating human-avatar gesture consistency may be a potentially ef-
fective method for objectively assessing the Proteus Effect when
using non-human avatars. To explore this question, we first cre-
ated human and non-human avatars, including three animals. Then,
we constructed a dataset of hand gestures and trained a model to
dynamically recognize real-hand gestures that were consistent with
corresponding avatar hands. Next, we designed a virtual reality ex-
perimental task involving grasping objects with intuitive gestures
and performed a 2 (avatar type: human/non-human) * 2 (virtual
hand: presence/absence of spontaneous movement) within-subject
experiment to examine the effects of avatar characteristics on self-
illusion and human-avatar gesture consistency. The results showed
that participants performed a significantly larger percentage of ges-
tures that were consistent with their currently used avatars. Addi-
tionally, participants did experience self-illusion when using non-
human avatars, although the levels were significantly lower than
those when using human avatars. Therefore, self-illusion may serve
as a perceptual antecedent of the Proteus Effect, even with non-
human avatars, inadvertently altering the behavioral gestures of
their real hands. In conclusion, detecting human-avatar gesture con-
sistency can help evaluate the Proteus Effect.

Index Terms: Proteus Effect, self-illusion, virtual hands, non-
human avatar.

1 INTRODUCTION

Avatar serves as a digital representation of the user, allowing them
to engage in actions and immerse themselves in virtual spaces. Yee
et al. discovered that human perception, attitude and behavior in
virtual world would be affected by the characteristics of avatar,
which is known as the Proteus Effect [36]. Researchers have ver-
ified the Proteus Effect in various virtual activities [17, 9, 11, 6],
noting a significant correlation with immersion [30, 24]. Virtual re-
ality (VR) designers purposefully design avatars with specific func-
tions to enhance user interaction and performance in virtual envi-
ronments [14]. The extent of the Proteus Effect has been regarded
as a psychological phenomenon for evaluating user experience in
VR [15]. Therefore, assessing this effect not only aids designers in
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gaining a deeper understanding of user states when utilizing avatars
but also assists them in optimizing avatar utilization [14, 15].

While most previous studies on the Proteus Effect primarily fo-
cus on human avatars [25], the exploration of non-human avatars
remains limited. Despite the increasing use of non-human avatars,
their impact has not been thoroughly investigated in the context
of the Proteus Effect. Unlike human avatars, non-human avatars
possess less self-relevance to users due to substantial differences
in body structure and behavioral patterns. Lan et al. have con-
firmed the persistence of the Proteus Effect even with non-human
avatars [16], employing subjective questionnaires to evaluate users’
social engagement. Li et al. developed a virtual environment where
participants embodied a cat avatar and introduced the psychologi-
cal concept of self-illusion. Their findings indicate that participants
with a heightened sense of self-illusion were more inclined to iden-
tify themselves with the virtual role [18]. This may suggest a mech-
anism by which people associate themselves with the virtual role,
producing a cognitive self-illusion and further induces consistent
behavioral performance.

Therefore, this paper aims to explore a potential objective
method to evaluate the Proteus Effect through unconscious hand
gestures and movements of humans, considering the disparities be-
tween gestures of human hands and non-human avatars. This serves
as the primary research question of the study. Additionally, this
research also focuses on examining the potential effects of avatar
characteristics on self-illusion and human-avatar gesture consis-
tency, further understanding whether self-illusion may act as a per-
ceptual precursor to the Proteus Effect.

To address these questions, the study initially developed a hu-
man avatar alongside three non-human avatars. Subsequently, we
constructed a hand gesture dataset that intuitively reflected gestures
those were consistent with corresponding avatar hands. A recogni-
tion model for human-avatar gesture consistency was then trained.
These avatars and the recognition model were integrated into a
virtual reality (VR) experimental system. Using this system as a
foundation, a user experiment was conducted to analyze the effects
of avatar characteristics on self-illusion and human-avatar gesture
consistency.

The main contributions can be summarized as follows:

• We introduce an objective and real-time method for eval-
uating the Proteus Effect in the utilization of non-human
avatars, based on detecting human-avatar gesture consistency.
Our findings reveal that participants exhibited a significantly
higher percentage of gestures consistent with their presently
used avatars.

• We discovered that the types of virtual avatars significantly
impact users’ self-illusion. Utilizing non-human avatars can
indeed evoke self-illusion of participants, although its levels
were significantly lower than those experienced when using
human avatars.



• We conclude that self-illusion may be a perceptual antecedent
of the Proteus Effect (even non-human avatars). The charac-
teristics of virtual avatars influence human self-illusion at a
cognitive level, subsequently may affecting hand gestures at
the behavioral level.

2 RELATED WORK

2.1 Avatar and the Proteus Effect
In virtual reality, electronic games, and various media technologies,
avatars serve as digital representations of humans [21, 29]. Human
often form significant relationships with their virtual avatars, and
the utilization of avatars heightens individuals’ enjoyment of these
media technologies [19, 31, 13]. Yee and Bailenson investigated
the impact of avatar characteristics on individual behavior within
virtual reality environments, a phenomenon known as the Proteus
Effect [36, 37].

The Proteus Effect plays a crucial role in VR, as it not only
shapes and influences people’s cognition and behavior but also re-
flects their user experience [15]. For instance, when white individ-
uals portray black characters in virtual environments, it can persis-
tently diminish implicit biases among white individuals [3]. Ad-
ditionally, employing avatars with normal weight has been shown
to stimulate children’s motivation for physical activity [17]. Kocur
proposed that VR designers and researchers could enhance user in-
teraction and performance in virtual environments by crafting char-
acters with specific functions [14]. As research into the Proteus
Effect deepens, the influence of avatars on users has extended be-
yond behavioral aspects to encompass cognitive and emotional lev-
els [9, 11].

Kocur et al. suggested employing the degree of the Proteus Ef-
fect in VR as a metric for evaluating User Experience (UX). For
example, if users exhibit slower movements while embodying el-
derly characters in VR, it could be inferred that their experience is
better [15].

2.2 Behavior Changes Caused by Avatars
Numerous previous studies have demonstrated behavior changes
caused by avatars from various perspectives. Regarding the Pro-
teus effect, the most typical behavior change is that the character-
istics of the avatar alter the participant’s social behavior, and this
change occurs with both human and non-human avatars [36, 16].
Moreover, the self-avatar follower effect was proposed to describe
the tendency of VR users to follow the movements of their avatars
to reduce potential multi-sensory discrepancies between their (real)
body cues and the visual feedback [10]. Won et al. discussed ho-
muncular flexibility in VR, which refers to the ability of users to
learn to control bodies different from their own by changing the re-
lationship between tracked and rendered motion, and found through
two experiments that participants can quickly learn to use a novel
avatar and will change their own behavior to effectively complete
the task [34]. This seems to provide a subjective reason for behavior
changes induced by avatars.

2.3 The Proteus Effect in non-human avatars
Ratan et al. conducted a meta-analysis of studies on the Proteus
Effect over the past decade, demonstrating the consistency of the
Proteus Effect under human avatar [25]. In recent years, there has
been a growing interest in the embodiment of animals in VR ex-
periences. Researchers have utilized animal avatars to investigate
their influence on participants’ empathy, with the aim of foster-
ing a better understanding of natural environments and promot-
ing animal conservation through these animal avatars [27, 1, 23].
Furthermore, research has explored the impact of providing tac-
tile and auditory feedback within animal avatars on the experience
of embodiment [32]. Recently, Jiang et al. proposed a solution
called HandAvatar to enrich users’ flexible control over non-human

bird avatars [12], then used it to overcoming the height of fear
by inducing the proteus effect. As for the Proteus Effect in non-
human avatars, Oyanagi et al. investigated whether experiencing
bird avatars can reduce people’s fear of heights [22]. Based on the
work of Bian et al. [6], Lan et al. explored the impact of attrac-
tiveness of non-human avatars (dogs) on users’ social participation,
and finally found that participants with higher attractiveness of non-
human avatars showed higher social participation, proving that Pro-
teus Effect could still exist in using non-human avatars [16]. How-
ever, the Proteus Effect under non-human avatars were not fully
explored.

2.4 Measurement of the Proteus Effect
Previous studies have utilized various methods to assess the im-
pact of avatars on users, including implicit behavioral measures,
self-report scales, and physiological measures [19]. Yee et al. val-
idated the Proteus Effect using behavioral measures such as inter-
personal distance measurements and ultimatum games [2, 8]. Re-
garding physiological measurements, prior research has explored
indicators such as electrocardiography, heart rate, and skin conduc-
tance [19, 26]. However, for the Proteus Effect under non-human
avatars, existing studies have mainly relied on questionnaire-based
measurements, lacking objectivity [22, 16]. Overall, there is cur-
rently a shortage of specialized questionnaires for measuring the
Proteus Effect, as well as objective and real-time evaluation meth-
ods.

2.5 Self-illusion
The most widely accepted theoretical basis of the Proteus Effect
is the self-perception theory, which posits that individuals may in-
fer their own emotional, cognitive, and other states based on the
characteristics of avatars [5]. Self-concept [4] is the individual’s
belief about himself/herself, including the person’s attributes and
who and what the self is. In everyday life, self-concept typically
doesn’t undergo significant changes. However, in virtual reality,
users can experience various avatars, leading to self-illusion. The
self-illusion is a general illusion about the self in cognition, giving
participants a feeling of being associated with a role in the virtual
world, even though the person is convinced that the role is not the
real self in reality. Li et al. devised a virtual scene in which partic-
ipants experienced the cat avatar from the first-person perspective
and proposed a new psychological component of presence, namely
self-illusion [18]. Their study revealed that participants exhibit-
ing heightened levels of self-illusion were more inclined to identify
themselves with the virtual character. Consequently, self-illusion is
an important aspect of self-perception and may constitute a percep-
tual outcome linked to the Proteus Effect.

3 DEVELOPING HUMAN-AVATAR GESTURE CONSISTENCY
RECOGNITION MODEL

To explore the Proteus Effect under non-human avatars from ges-
ture features, we built a hand gesture dataset and developed a recog-
nition model to detect human-avatar gesture consistency.

3.1 Design of Avatar
The human avatars were designed as young adults (one male and
one female), while the non-human avatars was selected based on
similarity between their hands with human hands. To comprehen-
sively cover various degrees of similarity to human hands, three
typical non-human avatars (animals) were carefully chosen, includ-
ing cat, dinosaur, and crab. Subsequently, using professional mod-
eling software, we created hand models for both human avatars and
non-human avatars, and produced spontaneous hand animations as
well as grasping motion animations for each hand model. The full-
body of each type of avatar, along with the according virtual hand
from the first-person perspective are illustrated in Fig. 1.



Figure 1: Four kinds of virtual hands from the first-person-view and
the full-body of each avatar. According to the similarity with real
human hands, they are ranked from high to low as human hands
and full-body human model(taking the female as an example) (a),
cat claws and full-body cat model(b), dinosaur claws and full-body
dinosaur model(c), and crab claws and full-body crab model(d), re-
spectively.

Figure 2: The 22 hand joints extracted in this study.

3.2 Building Human Hand Gesture Dataset Consistent
with Avatars

The purpose of building a human gesture dataset consistent with
avatars is to comprehensively cover the gesture data information
representing each avatar as fully as possible. Specifically, this
entails constructing gestures representing human avatars, gestures
representing cat avatars, gestures representing dinosaur avatars, and
gestures representing crab avatars.

3.2.1 Apparatus and the principle of gesture information
collection

The four aforementioned virtual avatars were experienced using the
Pico 4 all-in-one VR headset (short as Pico 4). The Pico4 captures
and generates hand data through its front-facing quad-eye high-
precision environmental tracking camera (VGA 640*480@60HZ).
By combining OpenXR hand recognition information with Pico’s
hand recognition SDK, we ultimately extracted 22 nodes from
each hand. During the virtual scene experience, real-time three-
dimensional world coordinates of all 22 nodes for each hand were
obtained. In order to avoid the influence caused by participants’
own positions and rotations during the experience, the wrist node
served as the reference point for the entire hand, while the remain-
ing 21 nodes were converted to local coordinates relative to the
wrist node to record hand shape information. The hand nodes are
depicted in Fig. 2.

3.2.2 Participants

A total of 46 participants(18-21 years old, M=19.46, SD=1.13, 24
males and 22 females) from a local university were recruited to par-

Figure 3: Partial instructions for gesture collection tasks (taking the
dinosaur avatar as an example).

ticipate in the construction of the gesture dataset. All participants
were interested in experiencing VR, and most of them had no prior
VR experience. All participants were in good health with normal
vision, and none had color blindness or color vision deficiency.

3.2.3 Procedure

The order of data collection for different avatars was randomly pre-
determined. Upon entering the VR scene, they were instructed to
experience the four virtual avatars in the predetermined random or-
der. At the start of collecting data, each participant was instructed
to perform gestures based on their intuition under each avatar con-
dition. We did not guide/require/force them to perform any specific
gestures to represent an avatar, all gestures were made entirely intu-
itively. For each avatar, five instances of hand movements indicat-
ing grasping and five instances of baseline gestures were collected.
For the former, participants were instructed to grasp a white ball
in front of them to induce a grasping action, and each participant
was required to perform one grasping action during each data col-
lection session. For the latter, they were instructed to remain in a
purposeless idle state. Tasks were executed separately for the left
and right hands, and their data were collected. An example of the
prompt text for the gesture information collection is shown in the
Fig. 3. We avoid using suggestive words that may interfere with
the intuitive gestures made by participants. A progress bar in the
participants’ field of view indicated the progress of each data col-
lection session, with each session consisting of 40 frames. The
data collection system is illustrated in Fig. 1. Consequently, the
dataset comprises eight classification labels: human hand (grasping
and idle), cat claws (grasping and idle), dinosaur claws (grasping
and idle), and crab claws (grasping and idle). Fig. 4 displays ex-
amples of gestures made by most participants that were consistent
with each virtual avatar. For the human avatar, Fig. 4(a) illustrates
the participants’ gestures from different angles and with varying
degrees of finger bending. For the cat avatar, most participants pre-
sented a half-fist or fist gesture. For the dinosaur avatar, partici-
pants tended to use two or three fingers to represent the dinosaur.
For the crab avatar, participants tended to make various scissor-like
gestures. Ultimately, the database contains 1840 gesture state se-
quences.

3.2.4 Description of gesture sequence

Each gesture state sequence in the dataset comprises 40 frames of
gesture states. Each frame’s gesture state consists of the local three-
dimensional coordinates of the remaining 21 hand nodes, excluding
the wrist. Each frame’s gesture state is akin to taking a photograph
of the hand, and with 40 frames, it creates an animation-like effect.
Fig. 5 illustrates the gesture state of a participant captured from the
obtained local three-dimensional coordinates within a single frame.



Figure 4: The most common three gestures of participants consistent
with the avatars are: (a) three gestures consistent with the human
avatar, (b) three gestures consistent with the cat avatar, (c) three
gestures consistent with the dinosaur avatar, and (d) three gestures
consistent with the crab avatar.

Figure 5: A frame of gesture state reconstructed from the recorded
local three-dimensional coordinates of 21 hand nodes (with the wrist
serving as the origin of the local coordinate system), the wrist node
in the figure is for demonstration purposes only; in actual data collec-
tion, the wrist serves as the origin of the local coordinate system.

Each gesture state sequence is associated with one of the eight clas-
sifications.

3.3 Training of Human-avatar Gesture Consistency
Recognition Model

We first divided the dataset into a predefined training set and a
predefined test set containing 185 samples. Then, we trained a
human-avatar gesture consistency recognition model by using 80%
of the predefined training set and the rest 20% as the validation set.
When dealing with classification problems involving temporal data,
common models include Recurrent Neural Networks (RNN), Long
Short-Term Memory (LSTM), Gated Recurrent Unit (GRU). We ul-
timately adopted GRU because it is another improved type of RNN.
Similar to LSTM but with a simplified structure, GRU offers faster
processing speed while maintaining classification accuracy [35].

Finally, we constructed a deep neural network model based on
Gated Recurrent Units (GRU). Initially, the input data is processed
through GRU layers, which effectively capture long-term depen-
dencies in time-series data, crucial for modeling sequential data.
Subsequently, the data passes through two fully connected hidden
layers, aiding the network in learning abstract feature representa-
tions of the data. Lastly, the output layer employs a softmax ac-
tivation function to convert the raw outputs of the network into a
probability distribution of categories, facilitating multi-class classi-
fication. Additionally, to mitigate overfitting, Dropout layers were

Figure 6: The structure of the human-avatar gesture consistency
recognition model.

added within the model, reducing network complexity by randomly
dropping some neurons during training. Overall, our model com-
bines GRU and fully connected layers, demonstrating strong learn-
ing and generalization capabilities suitable for classifying our ges-
ture sequence data. Through this model, we can identify the avatar
type represented by real human gestures and whether grasping mo-
tions have been performed. For the recognition of similar gestures,
our model can effectively capture gesture features, and the softmax
function can calculate the probability belonging to each category of
all the gesture categories (including the similar ones) based on the
input data, then we select the one with highest probability as the
output. Ultimately, we referred to this model as the human-avatar
gesture consistency recognition model. The structure of the human-
avatar gesture consistency recognition model is shown in the Fig. 6.

We used a predefined test set for testing, and the theoretical accu-
racy of the model’s recognition results is 99.5% (see the confusion
matrix in Fig. 7). The numbers “0”-“7” on the left and bottom of the
confusion matrix represent the data labels, namely cat idle, human
idle, dragon idle, crab idle, cat grasping, human grasping, dragon
grasping, and crab grasping, respectively.

Before the formal experiment began, to assess the practical ap-
plication effect of the human-avatar gesture consistency model, we
built a simple scene using Unity3D. We recruited 10 college stu-
dents (aged ranging from 19 to 22, M=20.5, SD=1.08; height rang-
ing from 155 cm to 184 cm, M=170.8, SD=8.702; weight ranging
from 45 kg to 85 kg, M=62.9, SD=14.97739) to participate in the
practical effectiveness testing of the human-avatar gesture consis-
tency recognition model. Among them, there were 5 males and
5 females. Participants were briefed on the gestures in the ges-
ture database before the test. During the test, they sequentially per-
formed hand gestures for each avatar (including idle and grabbing
actions). The recognition results and accuracy were computed in
real-time. When participants switch gestures, the model’s recog-
nition may experience brief errors; however, once the participants’
gestures stabilize, the model’s recognition results become accurate.
Ultimately, the actual usability of the human-avatar gesture consis-
tency recognition model was lower than the accuracy on the test
set, reaching 96.4%. The varying body types of participants also
validated the model’s robustness.

4 USER EXPERIMENT

To examine the Proteus Effect under different characteristics of
avatars, and verify the effectiveness of our proposed method for
assessing the effect by detecting human-avatar gesture consistency,
we performed an user experiment.

Proteus Effect may be triggered by using non-human avatars.
According to our previous analysis that self-illusion may be a per-
ceptual antecedent of the Proteus Effect (even non-human avatars).
The virtual avatar might unconsciously influence human’s self-
perception at cognitive level, then subsequently affect hand gesture
at behavioral level. Thus self-illusion and human-avatar gesture
consistency can be expected as potential indicators to reflect the



Figure 7: The Confusion Matrix. Each row represents the actual
classification of the input, and each column represents the model’s
identified classification based on the input. The diagonal represents
the count of correct predictions.

Proteus Effect.
The follower effect reveals that the self-motion characteristics

of avatars can trigger behavioral imitation of VR users. Based on
embodied cognition theory, body states may unconsciously influ-
ence mental functions such as perception and reasoning[20]. We
hypothesize that the follower effect, triggered by the spontaneous
animation of the avatar’s hands, might further strengthen human’s
sense of embodied toward the avatar and then promote the occur-
rence of the Proteus Effect.

According to the above analyse, we proposed the following hy-
potheses:

• Hypothesis (H1): Different avatar type may significantly af-
fect self-illusion.

• Hypothesis (H2): Spontaneous animation of avatar’s virtual
hands may significantly affect self-illusion.

• hypothesis (H3): Different avatar type may significantly affect
human-avatar gesture consistency.

• hypothesis (H4): Spontaneous animation of avatar’s virtual
hands may significantly affect human-avatar gesture consis-
tency.

4.1 Participants
A total of 69 college students voluntarily participated in this ex-
periment (17-26 years old, M=19.71, SD=1.895, 53 males and 16
females). They were divided into three groups according to their
preferences for virtual animal avatars (cat avatar, crab avatar and
dinosaur avatar). Each group consisting of 23 individuals.

4.2 Experimental Design
We performed a 2 (avatar type: human avatar/non-human avatar)
* 2 (spontaneous animation of virtual hand: presence/absence)
within-subject experimental design. Both avatar type and spon-
taneous animation of virtual hand were the within-subject fac-
tors. The human-avatar gesture consistency and perception of self-
illusion were dependent variables. For conditions of the avatar
type, human and non-human avatars were same as those designed
in Sec. 3.1, each participant needed to experience the human avatar
and one non-human avatar that he/she preferred. For conditions of
virtual hand, the absence of spontaneous animation means that the
avatar hand cannot perform spontaneous motion at all, while the

Figure 8: The key frames of the spontaneous hand animations for
each avatar. The red outlines in the figure are added as auxiliary lines
to help show the difference among key frames of hand animations.

presence of spontaneous animation means that the virtual hand can
spontaneously perform some natural, slight, and task independent
motions namely excluding hands or forearm movements like reach-
ing out at a certain frequency, Fig. 8 shows the key frames of the
spontaneous hand animations for each avatar.

Based on within-subject variables, this experiment comprises
four conditions:

• Human avatar with spontaneous animation of virtual hand

• Human avatar without spontaneous animation of virtual hand

• Non-human avatar with spontaneous animation of virtual
hand

• Non-human avatar without spontaneous animation of virtual
hand

The experience order of the experimental conditions was coun-
terbalanced with the method of Latin square to eliminate sequence
effects.

4.3 Experimental Tasks and Procedure
We designed the different avatars and the human-avatar hand ges-
ture consistency recognition model into a VR experimental system,
based on which we performed the user experiment.

Before the experiment begins, the researchers will inform the
participants about some introductory information related to the ex-
periment, part of which is “Next, you will experience an object-
sorting game and you can grasp objects by making natural motion
with a single hand based on your intuition...”. Before the formal
task, participants first entered a practice scene to familiarize with
the basic ways to operation (Fig. 9 a).

Secondly, participants entered the virtual environment and se-
lected the corresponding avatar (Fig. 9 b). During the avatar se-
lection phase, participants were free to view each avatar. Fig. 9
b shows a participant viewing the cat avatar. The avatar selection
phase was completed when the participant touched the block la-
beled “Confirm Selection”.

Thirdly, before the formal task, the participants engaged in a vir-
tual environment and needed to go through a section of the road to
reach the final place of formal task. When passing through this sec-
tion of the road, they could pick up coconuts on the ground (Fig. 9
c). This process is unrelated to formal tasks, mainly for the purpose
of making the participants fully familiar with the virtual world and
virtual avatar.

Then, they performed the formal task. The formal task required
participants to grasp target objects with intuitively natural gestures.



Figure 9: Experimental tasks in each stage, taking the cat avatar as
an example. (a) operation familiarization; (b) virtual avatar selection;
(c) immersion of virtual avatars; (d) official item sorting; (e) question-
naire filling.

Participants don’t need to grip objects with both hands simultane-
ously, but use just one hand. There were 10 target objects from four
categories that were randomly generated and scattered on a virtual
table. Four baskets with corresponding category labels were placed
on another table. Participants needed to grab up the objects from
the table and put them into the right basket one by one (Fig. 9 d).
To avoid them using only dominant hand during the task, the num-
ber of tasks for each hand (5 times each for the left and right hands)
was equal and randomly assigned. They experienced four rounds of
task under each experimental conditions in a predetermined order.

After completing each round of tasks, they were immediately
complete a brief questionnaire (Fig. 9 e) and take appropriate
breaks. The human-avatar gesture consistency recognition model
recognized and recorded the gesture classification results through-
out the entire task process. Finally, each participants received a
present as the reward.

To avoid the VR sickness interfering with the participants’ ex-
perience, we adopted the real walking method to achieve roaming
to reduce Sensory conflict, and we would stop the game and delete
the data if the participants suffered from VR sickness or other dis-
comforts during the game. Finally, none of participants faced VR
sickness or discomfort in the experiment. The study was conducted
according to the guidelines of the Declaration of Helsinki and ap-
proved by the Human Research Ethics Committee of a local Hospi-
tal. When this study involved human participants, informed consent
was received from each individual.

4.4 Experimental Apparatus and Interaction Methods
Apparatus. The hardware equipment for the user experiment was
still the Pico 4 which supports 6 DOF spatial positioning, allowing
participants’ real-world movements to be synchronized within the
virtual environment.

Interaction method. Throughout the experiment, participants
no longer used the controllers of the Pico 4 to interact, but used
their nature hand gestures. The participant’s hand and the avatar’s
hand move and are positioned in sync throughout the experiment,
which means the virtual hand’s movement is controlled by the real
hand.

The grabbing operation of targets utilized the human-avatar ges-
ture recognition model described in Sec. 3.3. During the partici-
pants’ experience, the Pico 4 continuously sent the collected 40-
frame hand joint information of the participant into the recogni-
tion model. The gesture recognition model predicted the classifi-
cation results based on the input and sends them to the Pico 4 via

computer network. Upon receiving the classification results of the
participants’ gestures, the experimental program running on Pico
4 determined whether the participant was performing a grabbing
action. The classification results were recorded in the Pico 4. To
successfully grasp objects, participants don’t have to perform spe-
cific animal-like gestures or specific “right” gestures. As described
in Sec. 3.2, our gesture set includes almost all grasp-related actions
for the human hands and those non-human avatars. If participants
perform any grasping action and touch an object with their hand,
the object will be grasped.

4.5 Measurements

We evaluated human-avatar gesture consistency, self-illusion as de-
pendent variables.

Human-avatar gesture consistency. According to the interac-
tion method described in Sec. 4.4, the human-avatar gesture consis-
tency recognition model recognition results obtained based on the
participants’ real hand gestures will ultimately be recorded in text
format (with each round of item sorting process corresponding to
a record file). The human-avatar gestures consistency is calculated
in each round of item sorting record file by dividing the number of
avatar categories experienced by the participant by the total number
of recognition in the record (calculated separately for left and right
hands). The main reasons for calculating the left and right hands
separately are that our gesture consistency recognition model and
interaction methods are based on a single hand, as well as the ex-
perimental task was distinctly designed for left and right hands.

For human avatars: In the record file of the item sorting process
experienced by participants with human avatar, the percentage is
obtained by dividing the number of instances of human hand idle or
human hand grasping by the total number of recognition instances
in the record.

For non-human avatars: In the record file of the item sort-
ing process experienced by participants with non-human avatars,
the percentage is obtained by dividing the number of instances of
non-human hand idle or non-human hand grasping experienced by
the participant by the total number of recognition instances in the
record. For example, when a participant experiences a non-human
avatar as a dinosaur avatar, it only includes dragon idle and dragon
grasping.

Self-illusion. We adopted the Self-illusion Questionnaire devel-
oped in [18]. According the questionnaire, three questions were
designed focused on acquisition of behavior patterns (Q1: To what
extent do you think you acquire the behavior pattern of the animal
you acted?), subjective evaluation (Q2: To what extent do you feel
you really come to be the animal?) and spontaneous behavioral
intent (Q3: To what extent will you behave like the animal rather
than human). Due to that the Q3 focuses on future intentions but
this study focuses more on current experiences, thus the Q3 was
removed and only Q1 and Q2 were used. The items are scored on
the Likert 7-point scale from 1 (very slightly or not at all) to 7 (ex-
tremely).

4.6 Results

Kolmogorov–Smirnov tests (K-S tests) were first performed for all
dependent variables, and the results supported the normality as-
sumption (ps > 0.05).

4.6.1 Effects on self-illusion

A repeated measurements analysis of variance was performed with
the feeling of self-illusion as the dependent variable.

Results showed that there was significant main effect of avatar
type on feeling of self-illusion (Fig. 10). Specifically, human avatar
led to significantly higher level of self-illusion [ F (1,66)=29.781,
p<0.001, η2

p=0.311]. These results supported H1.



Figure 10: The analysis result of feeling of self-illusion.

Figure 11: The analysis results of the percentage of human avatar
gestures (left hand).

However, the main effect of spontaneous animation of vir-
tual hand(presence/absence) and the interaction effect of avatar
type*spontaneous animation of virtual hand on feeling of self-
illusion were also not significant (ps>0.05), which did not support
H2.

4.6.2 Results on human gestures consistent with the avatar

A series of repeated measurements analysis of variance were per-
formed with the percentage of gestures consistent with the avatar.
The data on the left and right hands of the participants were ana-
lyzed separately.

There were widely significant main effects of avatar type on
percentage relevant measures (Fig. 11, Fig. 12, Fig. 13, Fig. 14).
Specifically, human avatar led to significantly higher percentage of
human hand gesture on left [ F (1,66)=12.021, p<0.001, η2

p=0.154]
and right hand [ F (1,66)=15.089, p<0.001, η2

p=0.186]. In contrast,
non-human avatar led to significantly higher percentage of cor-
responding non-human gesture on left[ F (1,66)=18.154, p<0.001,
η2

p=0.216] and right hand [ F (1,66)=17.392, p<0.001, η2
p=0.209].

These results supported H3, and demonstrate that different avatar
types significantly influence human-avatar gesture consistency.

5 DISCUSSION

This study focused more on the Proteus Effect in using non-human
avatars, and first explored an objective method to detect Proteus
Effect from the humans’ unconscious hand gesture and movement.
Based on the method, this study performed an user study and ex-
amined the effects of avatar characteristics on self-illusion and con-
sistency of human-avatar gestures. Some important results are dis-
cussed below.

Figure 12: The analysis results of the percentage of human avatar
gestures (right hand).

Figure 13: The analysis results of the percentage of non-human
avatar gestures (left hand).

5.1 Evaluating Proteus Effect Based on Human- avatar
Gesture Consistency

This study focuses on a novel measurement method to evaluate
Proteus Effect in using non-human avatars based on human-avatar
gesture consistency. As far as we known, we constructed the first
gesture dataset that intuitively reflected real hand movements con-
sistent with corresponding non-human avatar hands. Based on the
dataset, we trained a recognition model of human-avatar gesture
consistency. Then, we validated its effectiveness in evaluating the
Proteus Effect in VR when using non-human avatars. The results
showed that avatar types had significant effects on these measures,
and participants showed gestures consistent with the avatar hands.
Proteus Effect indeed occurred during using non-human avatars,
and our recognition model can help evaluate the effect by detect-
ing human- virtual avatar gesture consistency.

Figure 14: The analysis results of the percentage of non-human
avatar gestures (right hand).



Therefore, based on human-avatar gesture consistency recogni-
tion model, the user behavior changes can be detected objectively
and in real time, providing a new measurement method for explor-
ing the behavioral impact of Proteus Effect.

5.2 The Impact of Different Avatar Types on Self-illusion
and the Human-avatar Gestures Consistency

Regarding self-illusion, based on the results in Sec. 4.6.1, we can
observe significant differences in the levels of self-illusion be-
tween human avatars and non-human avatars. The proposer of self-
illusion have pointed out its higher propensity in virtual environ-
ments, demonstrating in their research that participants embodying
a cat (one of the non-human avatars in this experiment) in a virtual
environment experienced self-illusion [18]. The self-illusion scores
of participants regarding non-human avatars in this experiment re-
flect that non-human avatars to some extent induce self-illusion in
participants, consistent with previous research. Compared to non-
human avatars, human avatars exhibit higher levels of self-illusion.
The proposer of self-illusion indicate that possessing a higher level
of self-illusion signifies better connection with virtual avatars [18].
Therefore, we can conclude that using human avatars in virtual real-
ity indeed fosters better connection.Perhaps this also explains why
the use of human avatars in the past has been better for observing
the Proteus Effect.

Regarding the consistency of gestures between humans and
avatars, based on the results in Sec. 4.6.2, we can observe sig-
nificant differences in human and non-human gestures under hu-
man and non-human avatars. Specifically, when participants expe-
rience human avatars, the percentage of human gestures is higher
than non-human gestures, while when participants experience non-
human avatars, the percentage of non-human gestures is higher than
human gestures. From the changes in gestures, we can infer that
the virtual avatars experienced by participants influence their be-
havioral aspects, consistent with previous research about the Pro-
teus Effect. In previous studies on the Proteus Effect with human
avatars, the avatar’s influence on participant behavior includes so-
cial behavior [36], body movement speed [28], etc., in this study
represented by gestures of the human category. In previous stud-
ies on the Proteus Effect with non-human avatars, the influence of
avatars on participant social behavior was explored [16], while in
this study, it is represented by gestures consistent with the non-
human avatars experienced by the participants.

5.3 The Impact of Spontaneous Animation of Avatar’s
Hand on Self-illusion and the Human-avatar Ges-
tures Consistency

Based on the results from Sec. 4.6.1, Sec. 4.6.2, unfortunately, we
did not find significant effects of spontaneous hand animation of
virtual avatars on self-illusion and the human-avatar gesture con-
sistency. That is to say, the results do not support our H2 and H4.
The self-avatar follower effect reveals that the influence of the vir-
tual self-body movements on one’s actual actions [7]. During the
course of this experiment, some participants inquired about the dif-
ferences in their experiences between two sessions under human
avatars, indicating that some participants did not observe significant
self-motion of virtual avatars due to the subtle spontaneous finger
movements in the hand animation of the human avatars we created.
Previous studies on the self-avatar follower effect have mainly fo-
cused on human avatars, and research on self-motion of non-human
avatars is still lacking. A previous study on the self-avatar follower
effect discussed the activation of mirror neuron system [10]. This
implies a potential direction for future research to explore the poten-
tial effect spontaneous hand animation of virtual avatars. Whether
MNS will be activated and the degree of activation may be the key
conditions determining the effect of hand animation on self illusion
and behavioral aspects.

5.4 The Self-illusion and the Proteus Effect

Based on the results from Sec. 4.6.1 and Sec. 4.6.2, as well as the
preceding discussion, it is evident that different types of avatars (hu-
man or non-human) significantly influence the level of self-illusion
and the consistency of gestures between humans and virtual avatars.
Self-illusion refers to participants’ self-perception of virtual avatars
at the cognitive level in VR. Self-illusion can serve as one of the
cognitive-level conditions for the Proteus Effect, and the consis-
tency of gestures between humans and virtual avatars may serve
as one of the behavioral indicator of Proteus Effect. In our fu-
ture research, we can deeply examine the relationship between self-
illusion and the Proteus Effect by further manipulating different
conditions of self-illusion.

6 LIMITATIONS AND FUTURE WORK

There are still some limitations in this paper, which needs to be
solved in future work.

First, this study preliminarily examined the effects of different
avatar types (human avatar and non-human avatar), without ex-
amining the effects of different avatar characteristics within non-
human avatars. In future work, we will further focus on these
question and explore wide types,features of different non-human
avatars.

Second, the indicators of human-avatar gesture consistency is
relatively simplistic, primarily consisting of percentage. In future
work, we will further explore indicators that can more fully and
accurately reflect human-avatar gesture consistency. Vatavu et al.
developed new methods for analyzing the agreement rate of user-
elicited data [33], which may help better explore the gestures rele-
vant to each avatar.

Third, the effect of spontaneous hand animation of avatar were
not found in this study, which did not support the follower effect
hypothesis. Possible reasons may be that the spontaneous features
of virtual hand are not prominent enough or the measurement in-
dicators are not sensitive enough. In future work, we will design
a wider variety of spontaneous features of virtual hand, and inte-
grate relevant physiological indicators (such as ECG, RSP, etc.) to
further examine this question.

7 CONCLUSIONS

When using first-perspective non-human avatars, the characteristics
of virtual hands may also induce relevant cognitive and even behav-
ioral patterns in real human hands. This study systematically ex-
plored the potential of objectively evaluate Proteus Effect in using
non-human avatars through evaluating human-avatar gesture con-
sistency. Finally, we propose an objective and real-time method
for assessing Proteus Effect in using non-human avatars based on
detecting the human-avatar gesture consistency, and found that par-
ticipants performed significantly larger percentage of gestures that
were consistent with their currently used avatars. We found the
types of virtual avatar significantly influence users’ self-illusion.
Using non-human avatars can induce experience self-illusion of
participants, although its levels were significantly lower than those
in using human avatars. It is concluded that self-illusion may be
a perceptual antecedent of the Proteus Effect (even non-human
avatars).
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